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Harmonic measure and subanalytically tame measures

TOBIAS KAISER

Abstract: We introduce the notion of analytically and subanalytically tame mea-
sures. These are measures which behave well in the globally subanalytic context;
they preserve tameness: integrals of globally subanalytic functions with param-
eters resp. analytic functions with parameters restricted to globally subanalytic
compact sets are definable in an o-minimal structure. We consider the harmonic
measure for a semianalytic bounded domain in the plane. We show that the har-
monic measure for such a domain is analytically tame if the angles at singular
boundary points are irrational multiples of π . If the domain is a polygon and the
angles at singular boundary points are rational or Diophantine irrational multiples
of π then the harmonic measure is subanalytically tame.
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Introduction

Integration is a difficult task, both in model theory and in tame real geometry, since it
is not a concept of first order. By integrating the simpliest functions, one immediately
has to leave the semialgebraic or the globally subanalytic category, as the example
log x =

∫ x
1

dt
t shows. We refer to Shiota [33] for semialgebraic and subanalytic

sets and functions, and to Van den Dries and Miller [9] for the definition of globally
subanalytic sets and functions. These are the sets resp. functions which are subanalytic
in the ambient projective space. Bounded subanalytic sets are globally subanalytic.
The logarithm on the positive real line is not globally subanalytic but definable in an
o-minimal structure (see Wilkie [39], Van den Dries and Miller [8] and Van den Dries
et. al. [7]; see also Van den Dries [6] for the general theory of o-minimal structures).
O-minimal structures are defined via a finiteness property: the definable sets have only
finitely many connected components. They are a generalization of the semialgebraic or
globally subanalytic category sharing important tameness properties with them. Note
that the subanalytic sets do not generate an o-minimal structure since, for example, the
zero set of sinπt is Z. But the globally subanalytic sets form an o-minimal structure
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denoted by Ran . O-minimal structures provide an excellent framework to capture
important concepts from analysis and different classes of functions in the tame setting
(see also Van den Dries and Speissegger [10, 11], Speissegger [37], Rolin et. al. [32],
and [22]).

In this paper we investigate integration and measures in the globally subanalytic resp.
o-minimal setting. So far the Lebesgue measure was considered in the literature.
Taking the antiderivative of a one variable function preserves o-minimality (see [37]).
In this generality the situation of integrating functions with parameters is unsettled. But
there is the following very nice result of Comte, Lion and Rolin (see Comte et al. [4]
and Lion and Rolin [26]): integrals of globally subanalytic functions with parameters
with respect to the Lebesgue measure are definable in the o-minimal structure Ran,exp .
The proof is based on the preparation theorem for globally subanalytic functions (see
Lion and Rolin [25, 26]). Ran,exp is the structure generated by Ran and the exponential
function or, equivalently, the logarithm function; Ran,exp is again o-minimal by [8] and
[7].

There are two possible ways to extend the results of Comte, Lion and Rolin one can
think of. First, one can start with o-minimal expansions of Ran . But the only complete
result in this direction is the one above. Soufflet [35, 36] has obtained partial results for
the structure RR

an which expands Ran by all real power functions (see Miller [27] for
more information on this structure). We pursue the second possible extension of the
result of Comte, Lion and Rolin; we consider other measures. We make the following
definition: a measure is called subanalytically tame if there is an o-minimal expansion of
Ran such that integrals of globally subanalytic functions with parameters are definable
in this o-minimal expansion. We also introduce the weaker notion of analytically tame
measures: a measure is called analytically tame if there is an o-minimal expansion
of Ran such that integrals of analytic functions with parameters restricted to globally
subanalytic compact sets are definable in this o-minimal expansion. See Definition
1.1 for the precise statement. By the result of Comte, Lion and Rolin the Lebesgue
measure fits in this context. The question is now whether other significant measures
fit.

An important class of measures is given by the harmonic measures. They are defined on
the boundary of a bounded domain Ω in Rn and are intimately related to the Dirichlet
problem for Ω (see Armitage and Gardiner [1, Chapter 6] for the definition of the
harmonic measure and the Dirichlet problem, especially for the notion of generalized
Dirichlet solution, the so called PWB solution; see also Garnett and Marshall [14] for
harmonic measures on the plane):
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Let z ∈ Ω and let ωΩ(z,−) be the harmonic measure for Ω at z. Let f be a continuous
function on the boundary of Ω. Then

∫
∂Ω f (ζ)dωΩ(z, ζ) = Hf (z), where Hf (z) is the

uniquely determined (generalized) Dirichlet solution of f ; i.e. Hf is harmonic in Ω
and Hf has a continuous extension to ∂Ω for all boundary points outside a small set of
Lebesgue measure 0 and coincides there with f . We consider the plane case and assume
that Ω is semianalytic (in dimension 2 subanalytic and semianalytic are the same, see
Bierstone and Milman [2, Theorem 6.1]). In [21] it was shown, under the assumption
that the angles of the domain at every singular boundary point is an irrational multiple
of π , that the Dirichlet solution for a semianalytic boundary function is definable in
the o-minimal structure RQ,exp (see [22] for the o-minimal structure RQ ). We use this
result to show the following:

Theorem A

Let Ω be a bounded and semianalytic domain in the plane such that the angles at
every singular boundary point are irrational multiple of π . Then for every z ∈ Ω, the
harmonic measure ωΩ(z,−) of Ω is analytically tame.

For certain polygons we can obtain subanalytic tameness. We call a polygon Diophan-
tine if the angles at every singular boundary points are rational numbers or Diophantine
irrational multiples of π . We prove

Theorem B

Let P be a Diophantine polygon. Then for every z ∈ P, the harmonic measure ωP(z,−)
is subanalytically tame.

These two theorems are obtained as follows. We show first that the harmonic measure
has density with respect to the length measure on the boundary similar to the case of
a smooth boundary. For this we use the geometric tameness properties of globally
subanalytic sets such as having stratification with nice features (see for example Kur-
dyka [23]). The density is related to the Green function Gz given by Kz −HKz , where
Kz = − log |z − w| is the Poisson kernel on R2 . To obtain Theorem A we apply the
results of [21, 22]. To prove Theorem B we use the theory of Schwarz Christoffel maps
(see Driscoll and Trefethen [12] and [18, Section 4]) and the subanalytic preparation
theorem ([25, 26]; see also Parusinski [29, 30]).
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Notation

We denote by N the set of natural numbers and by N0 the set of nonnegative integers.
Given a ∈ C and r > 0, we denote by B(a, r) the open disc and by B(a, r) the closed
disc with center a and radius r . We identify R2 with C in the usual way. A polydisc
with center a = (a1, . . . , an) ∈ Cn is a set of the form

∏n
i=1 B(ai, ri) where ri > 0. An

open box with center a = (a1, . . . , an) ∈ Rn is a set of the form
∏n

i=1 ]ai − ri, ai + ri[
where ri > 0. Given a set A ⊂ Rn we denote by 11A the characteristic function of A.
We call a nonempty, open and connected subset of Rn a domain.

1 Definition of (sub)analytically tame measures

We give the definition of a subanalytically tame measure and of an analytically tame
measure. We show how the result of Comte, Lion and Rolin (see [4] and [26]) on
the integration of globally subanalytic functions with parameters with respect to the
Lebesgue measure fits precisely in this concept.

Definition 1.1 Let n ∈ N and let µ be a positive Borel measure on Rn .

a) We call µ subanalytically tame if the following holds:

(i) For every globally subanalytic function f : Rm × Rn → R the set

∞(f , µ) := {x ∈ Rm :
∫
Rn

|f (x, t)|dµ(t) =∞}

is globally subanalytic.
(ii) There is an o-minimal expansion R of Ran such that for every globally

subanalytic function f : Rm × Rn → R the function

Rm \∞(f , µ)→ R, x 7→
∫
Rn

f (x, t)dµ(t),

is definable in R.

We call R a subanalytically integrating o-minimal structure of µ.
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b) We call µ analytically tame if the following holds:

(i) For every real analytic function f : U → R where U ⊂ Rm × Rn is open,
and for every subanalytic set K which is relatively compact in U (i.e. K
is compact and K ⊂ U ), the set

∞(f ,K, µ) := {x ∈ Rm :
∫
Rn

|11K f (x, t)|dµ(t) =∞}

is globally subanalytic.
(ii) There is an o-minimal expansion R of Ran such that for every real analytic

function f : U → R where U ⊂ Rm×Rn is open, and for every subanalytic
set K which is relatively compact in U , the function

Rm \∞(f ,K, µ)→ R, x 7→
∫
Rn

11K f (x, t)dµ(t),

is definable in R.

We call R an analytically integrating o-minimal structure of µ.

Remark 1.2 A subanalytically tame measure µ is analytically tame and a subana-
lytically integrating o-minimal structure of µ is an analytically integrating o-minimal
structure of µ.

Remark 1.3 Let µ be a subanalytically (resp. analytically) tame measure. We denote
by Rµ the expansion of Ran generated by all functions obtained in (ii) of Definition
1.1 a), and by Rµ,an the expansion of Ran generated by all functions obtained in (ii)
of Definition 1.1 b).
Note that Rµ,an is a reduct of Rµ if the latter one exists.

Examples 1.4 a) Let a ∈ Rn . The Dirac measure δa is subanalytically tame and
Rδa = Rδa,an = Ran .

b) The Lebesgue measure λn on Rn is subanalytically tame and Rλn = Ran,exp for
all n ∈ N, Rλn,an = Ran,exp if n ≥ 2 and Rλ1,an = Ran .
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Proof a) This is obvious.

b) (i) Rλn = Ran,exp for all n ∈ N:

By [4, Théorème 1’] (see also [26, Théorème 1]) the Lebesgue measure λn

on Rn is subanalytically tame with integrating o-minimal structure Ran,exp .
Let f : R× Rn → R,

f (x, t) :=


1
t1

if 1 ≤ t1 ≤ x, and 0 ≤ ti ≤ 1, i 6= 1,

0 else.

Then f is globally subanalytic, ∞(f , λn) = ∅, and∫
Rn

f (x, t) =


log x x ≥ 1,

if
0 x < 1.

So log : [1,∞[→ R is definable in Rλn and we get Rλn = Ran,exp .

(ii) Rλn,an = Ran,exp for all n ≥ 2:

Let K := {(x, t) ∈ R × Rn : 0 < x < 1, x ≤ t1 ≤ 1, 0 < t2 < x
t1
, 0 ≤

ti ≤ 1 for 3 ≤ i ≤ n}. Then K is bounded and globally subanalytic. Let
f : R× Rn → R, f ≡ 1. Then for 0 < x < 1∫

11K f (x, t)dt =

1∫
t1=x

x
t1

dt1 = −x log x.

So log : ]0, 1[→ R is definable in Rλn,an for n ≥ 2 and we get the claim.

(iii) Rλ1,an = Ran :

Let f and K be as in Definition 1.1. We can cover K by finitely many
open boxes Q1, . . . ,Qk such that for each 1 ≤ i ≤ k the real analytic
function f can be expanded into a power series around the center of Qi

which converges on a neighbourhood of Qi . Since the intersection of
open boxes is again an open box we may assume by the additivity of the
Lebesgue measure that U is an open box and that f may be expanded into
a power series which is convergent on a neighbourhood of U . Since the
Lebesgue measure is translation invariant we may assume that the center

of U is 0. Let f (x, t) =
∞∑

k=0
ak(x)tk be the power series expansion of f on
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U . Let F(x, t) :=
∞∑

k=0

ak(x)
k+1 tk+1 be the antiderivative of f with respect to t .

Applying cell decomposition to K (see [6, Chapter 3]) it is enough to deal
with the case that there is a globally subanalytic set A ⊂ Rm and globally
subanalytic functions ϕ,ψ on A with ϕ < ψ such that

K = (ϕ,ψ)A := {(x, t) ∈ A× R : ϕ(x) < t < ψ(x)}.

Then
∫

11K f (x, t)dt =
ψ(x)∫
ϕ(x)

f (x, t)dt = F
(
x, ψ(x)

)
− F

(
x, ϕ(x)

)
and we get

the claim.

Let X ⊂ Rn be a globally subanalytic set of dimension k . The canonical k-dimensional
volume measure volk,X on X is defined as follows. Choose a finite stratification (Xi)i∈I

of X and let J := {i ∈ I | dim Γi = k}. Then volk,X =
∑

i∈J volk,Xi . This does not
depend on the chosen stratification.
Note that volk,X(X) < ∞ if X is bounded. This follows immediately by choosing a
stratification such that the describing functions have bounded first derivatives (see [23,
Remark 5.1]).

Proposition 1.5 Let X be a globally subanalytic C1 -submanifold of Rn of dimension
k . The canonical k-dimensional volume measure volk,X on X is subanalytically tame
with

Rvolk,X =


Ran,exp k ≥ 1,

if
Ran k = 0,

Rvolk,X ,an =


Ran,exp k ≥ 2,

if
Ran k = 0, 1.

Proof If k = n then volk,X equals the Lebesgue measure restricted to the open globally
subanalytic set X and we get the claim by Example 1.4 b). If k = 0 we get the claim
by Example 1.4 a). So we assume that 0 < k < n. By stratification (see for example
[23, Theorem A and Remark 5.1]) there are globally subanalytic subsets X1, . . . ,X` of
X with dim(X \

⋃
1≤i≤` Xi) < k such that for each i ∈ {1, . . . , `} the following holds.
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There is an orthogonal map Ai such that Ai(Xi) = graph(fi), where fi : Ui → Rn−k is a
globally subanalytic and real analytic map, and where Ui ⊂ Rk is a globally subanalytic
domain. Let gi : Ui → Rn , gi(x) :=

(
x, fi(x)

)
. Then the canonical k-dimensional

volume measure volk,Γi on Γi := graph(fi) is given by
√

det
(

tDgi(x)Dgi(x)
)
λk(x),

where Dgi(x) denotes the Jacobian of gi in x ∈ Ui . Since
√

det
(tDgi(x)Dgi(x)

)
is

globally subanalytic, strictly positive and real analytic on Ui we get by the proof of
Example 1.4 b) that Rvolk,Γi

= Ran,exp if k > 0, that Rvolk,Γi ,an = Ran,exp if k ≥ 2 and
that Rvolk,Γi ,an = Ran if k = 1. Since

volk,X =
∑̀
i=1

volk,Xi =
∑̀
i=1

volk,Γi ◦ A−1
i

we obtain the claim.

2 The harmonic measure of a bounded semianalytic domain
in the plane

Let Ω be a semianalytic and bounded domain in the plane and, for z ∈ Ω, let ωΩ(z,−)
be its harmonic measure with respect to z. We want to analyze these measures with
regard to analytical and subanalytic tameness. Since ωΩ(z, {x}) = 0 for every point
x ∈ ∂Ω (see [1, Theorem 6.5.5 and Example 5.1.2]), the harmonic measure does not
change if we remove the finitely many isolated boundary points. Hence we may assume
that Ω has no isolated boundary points. This reliefs the technical work at some points.
For example, by [19, Theorem 2.4] every continuous boundary function has a classical
Dirichlet solution; i.e. given h ∈ C(∂Ω) there is a unique u ∈ H(Ω) ∩ C(Ω) such that
u = h on ∂Ω. Here H(Ω) denotes the space of harmonic functions in Ω.

From now on Ω denotes a semianalytic and bounded domain in R2 without isolated
boundary points. Let z ∈ Ω. We want to show that the harmonic measure ωΩ(z,−)
fulfils condition (i) of Definition 1.1 a), and we want to give a description of the
harmonic measure similar to the case of domains with analytically smooth boundary
(see [14, Theorem II.2.5]). Therefore, we use the results of [20] and [22]. Let Sing(∂Ω)
be the set of singular boundary points of Ω. We assume that ^(Ω, x) ⊂ R \ {0} for all
x ∈ Sing(∂Ω). Here ^(Ω, x) denotes the set of angles of the finitely many connected
components of the germ of Ω at x which have x as a singular boundary point (compare
with [21, Definition 2.3]).
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We start with the analytically smooth case to see the kind of arguments we will use.

Remark 2.1 (see [14, Corollary II.2.6]) Assume that ∂Ω is analytically smooth. Let
z ∈ Ω. Then

ωΩ(z,−) =
1

2π
∂Gz

∂n
dσ.

Here σ := vol1,∂Ω is the length measure of ∂Ω, Gz is the Green function with pole z,
and n denotes the inner normal on ∂Ω with respect to Ω.

Using Proposition 1.5, we obtain immediately that the harmonic measure is subanalyt-
ically tame if the domain has analytically smooth boundary:

Corollary 2.2 Assume that ∂Ω is analytically smooth. Then the harmonic measure
ωΩ(z,−) is subanalytically tame with RωΩ(z,−) = Ran,exp and RωΩ(z,−),an = Ran .

Proof Let σ be the length measure on ∂Ω. By Remark 2.1, the restriction of ωΩ(z,−)
to ∂Ω has density with respect to σ . The density function is given by 1

2π
∂Gz
∂n . It is real

analytic and strictly positive on ∂Ω by [14, Corollary II.2.6]). Therefore we get the
corollary from Proposition 1.5.

Next, we leave aside the assumption that ∂Ω is analytically smooth and show that
property (i) of Definition 1.1 a) holds for the harmonic measure ωΩ(z,−), z ∈ Ω.

Proposition 2.3 Assume that ^(Ω, x) ⊂ R \ {0} for all x ∈ Sing(∂Ω). Let z ∈ Ω
and let f : Rm × ∂Ω→ R≥0 be globally subanalytic. Then

∞
(
f , ωΩ(z,−)

)
= {x ∈ Rm :

∫
∂Ω

f (x, ξ)dωΩ(z, ξ) =∞}

is globally subanalytic.

Proof We do the proof in the case that Ω is simply connected. With this restriction the
technical arguments of the proof can be followed more easily. We use here that by the
Riemann Mapping Theorem there is a biholomorphic map from the upper half plane
H to Ω. In the general case, the domain is mapped biholomorphically on a domain
with analytically smooth boundary, and the same ideas work.

By replacing f by f + 1 (note that
∫
∂Ω 1dωΩ(z, ξ) = 1, see for example [1, Theorem

6.4.1]), we may assume that f > 0. We choose a finite stratification T of ∂Ω (see
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[23]) such that T ∩ Sing(∂Ω) contains at most one point for all T ∈ T . Let T ∈ T
with dim T = 1. It is enough to show that

{x ∈ Rm :
∫
T

f (x, ξ)dωΩ(z, ξ) =∞}

is globally subanalytic. Let {a, b} := T\T ; we may assume that at most a ∈ Sing(∂Ω).
Moreover, we may assume that a = 0.

Since Ω is simply connected there is, by Caratheodory’s Prime End Theorem (see
Pommerenke [31, Chapter 2, p. 18]) and by the curve selection lemma (see for
example [6, p. 94]), a biholomorphic map F : H → Ω (where H denotes the upper
half plane) such that F has a continuous extension to ∂H with F(0) = 0 and such that
F :]0, γ[

∼=→ T is homeomorphic for some γ ∈ R. We deal with the case γ > 0, the
other case is treated similarly. By conformal invariance of the harmonic measure (see
Garnett [14, p. 2]) we have ωΩ(z,−) = ωH(z∗,−) ◦ F−1 where z∗ := F−1(z). We
obtain therefore that∫

T

f (x, ξ)dωΩ(z, ξ) =

γ∫
0

f
(
x,F(t)

)
dωH(z∗, t)dt =

γ∫
0

f
(
x,F(t)

)
hz∗(t)dt (∗)

where hz∗(t) = Imz∗
|z∗−t|2 (see [1, 1.7]). Note that hz∗ is real analytic on R. We set

A := {(x, ξ) ∈ Rm × T : lim
η→ξ
η∈T

f (x, η) =∞} .

Then A is globally subanalytic and, by the uniform finiteness property in o-minimal
structures (see [6, p. 53]), there is a natural number N such that {ξ ∈ T | (x, ξ) ∈ A}
has at most N elements for every x ∈ Rm . By cell decomposition (see [6, Chapter
3]), there is a partition Rm =

⋃
1≤j≤k Xj of Rm into globally subanalytic sets Xj

such that for j ∈ {1, . . . , k}, there are globally subanalytic and continuous functions
αj` : Xj → T, 1 ≤ ` ≤ rj , such that

{(x, ξ) ∈ Xj × T : lim
η→ξ
η∈T

f (x, η) =∞} =
�⋃

1≤`≤rj

graph(αj`) .

We fix j ∈ {1, . . . , k} and omit this subscript. We choose an orientation on T ; this
induces an ordering < on T ∼= ]0, γ[. We may choose the orientation such that

0 = a ≤ α1(x) < α2(x) < . . . < αr(x) ≤ b
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for all x ∈ X . After choosing a suitable subpartition of Rm , we may assume that either
α1(x) = a or α1(x) > a for all x ∈ X and either αr(x) = b or αr(x) < b for all x ∈ X .
We distinguish four cases:

Case 1: α1 = a and αr = b.

Case 2: α1 = a and αr < b.

Case 3: α1 > a and αr = b.

Case 4: α1 > a and αr < b.

We deal with Case 2; the other cases can be handled in a similar way. We choose
globally subanalytic and continuous functions β` : X → T, 1 ≤ ` ≤ r , such that

a = α1(x) < β1(x) < α2(x) < . . . < αr(x) < βr(x) < b

for all x ∈ X . Then

{x ∈ X :
∫
T

f (x, ξ)dωΩ(z, ξ) =∞}

=
r⋃
`=1
{x ∈ X :

∫
[α`(x),β`(x)]

f (x, ξ)dωΩ(z, ξ) =∞}

∪
r−1⋃
`=1
{x ∈ X :

∫
[β`(x),α`+1(x)]

f (x, ξ)dωΩ(z, ξ) =∞}

(where [α`(x), β`(x)] :=
{
ξ ∈ T : α`(x) ≤ ξ ≤ β`(x)

}
and [β`(x), α`+1(x)] :=

{
ξ ∈ T : β`(x)

≤ ξ ≤ α`+1(x)}).

We fix 1 ≤ ` ≤ r and we investigate the integral∫
[α`(x),β`(x)]

f (x, ξ)dωΩ(z, ξ).

By the subanalytic preparation theorem (see [25, Théorème 1] and [26, Section 3]) or by
Miller [27, Proposition 5.2], we can partition X into finitely many globally subanalytic
sets Yp, 1 ≤ p ≤ q, such that for each p there is νp ∈ Q<0 with f (x, ξ) ∼ |ξ−α`(x)|νp
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as ξ ↘ α`(x); i.e. lim
ξ↘α`(x)

f (x,ξ)
|ξ−α`(x)|νp 6= 0 for all x ∈ Yp . Let x ∈ Yp . We have

by (∗) ∫
[α`(x),β`(x)]

f (x, ξ)dωΩ(z, ξ) =

δ`(x)∫
γ`(x)

f
(
x,F(t)

)
hz∗(t)dt

where γ`(x) := F−1
(
α`(x)

)
and δ`(x) := F−1

(
β`(x)

)
.

Let ` > 1. Since ∂Ω is analytic in α`(x) and since ∂H is analytic we obtain, by
the Schwarz reflection principle (see for example [20, Example 2.13]), that F has a
holomorphic extension to a neighbourhood of γ`(x) with F ′

(
γ`(x)

)
6= 0. Hence we

get that |F(t)− F
(
γ`(x)

)
| ∼ |t − γ`(x)| as t→ γ`(x). Thereforex ∈ Yp :

∫
[α`(x),β`(x)]

f (x, ξ)dωΩ(z, ξ) =∞

 =


Yp νp ≤ −1,

if
∅ νp > −1.

Let ` = 1. By [20, Theorem 2.18 and Remark 2.19] (see also Lehman [24, Theorem
1]), we find some µ > 0 such that |F(t)| ∼ tµ as t→ 0. Thereforex ∈ Yp :

∫
[0,β0(x)]

f (x, ξ)dωΩ(z, ξ) =∞

 =


Yp νpµ ≤ −1,

if
∅ νpµ > −1.

Since Yp was arbitrary we get thatx ∈ X :
∫

[α`(x),β`(x)]

f (x, ξ)dωΩ(z, ξ) =∞


is globally subanalytic for every `. With the same argument we can show this for
[β`(x), α`+1(x)] and obtain thatx ∈ X :

∫
T

f (x, ξ)dωΩ(z, ξ) =∞


is globally subanalytic. Therefore Case 2 is settled. The other cases are treated
similarly and we get the claim.
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Harmonic measure and subanalytically tame measures 13

If Ω has analytically smooth boundary we know by Remark 2.1, that the harmonic
measure ωΩ(z,−) is given by 1

2π
∂G
∂n σ where G := Gz is the Green function with pole

z, σ is the length measure of ∂Ω, and n is the inner normal relative to Ω. We want to
generalize this formula to semianalytic domains with singularities. We assume again
that Ω ⊂ R2 is a semianalytic and bounded domain without isolated boundary points
such that ^(Ω, x) ⊂ R \ {0} for all singular boundary points x ∈ Sing(∂Ω). We need
some technical preparation to formulate a rigorous statement and to give a rigorous
proof of it.

Let x ∈ ∂Ω \ Sing(∂Ω). Then the germ of Ω at x has either one or two components.

Definition 2.4 We set

∂1Ω := {x ∈ ∂Ω \ Sing(∂Ω) : the germ of Ω at x has one component} ,

∂2Ω := {x ∈ ∂Ω \ Sing(∂Ω) : the germ of Ω at x has two components} .

Examples 2.5 a) Let Ω := B(0, 1) \ R≤0 . Then Sing(∂Ω) = {0,−1}, ∂1Ω =
∂B(0, 1) \ {−1} and ∂2(Ω) =]− 1, 0[.

b) Let Ω := B(0, 1) \ [− 1
2 ,

1
2 ]. Then Sing(∂Ω) = {−1

2 ,
1
2}, ∂1Ω = ∂B(0, 1) and

∂2Ω =]− 1
2 ,

1
2 [.

We have ∂Ω \ Sing(∂Ω) = ∂1Ω
·∪ ∂2Ω. Let Γ be a component of ∂Ω \ Sing(∂Ω).

Then Γ ⊂ ∂1Ω or Γ ⊂ ∂2Ω. If Γ ⊂ ∂1Ω then the inner normal n on Γ with respect to
Ω is well defined. If Γ ⊂ ∂2Ω we find open sets U+,U− ⊂ Ω with U+ ∩U− = ∅ and
Γ ⊂ U+ ∩ U− . We denote the inner normal on Γ with respect to U+ by n+ and the
inner normal on Γ with respect to U− by n− . Let h be a continuous function on ∂Ω
that is real analytic on ∂Ω\Sing(∂Ω). Let u be the Dirichlet solution for h. If Γ ⊂ ∂1Ω
then u has a harmonic extension to a neighbourhood of Γ by reflection. Therefore
∂u
∂n exists. If Γ ⊂ ∂2Ω then u|U+ has a harmonic extension to a neighbourhood of Γ
again by reflection. Therefore ∂u

∂n+
exists and is well defined. The same holds for ∂u

∂n−
.

Since Gz = Kz − HKz and Kz is harmonic on R2 \ {z} the same holds for Gz .

Finally, we set σ1 := σ|∂Ω1 and σ2 := σ|∂Ω2 , where σ = vol1,∂Ω is the length measure
on ∂Ω.
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14 Tobias Kaiser

We obtain

Proposition 2.6 Assume that ^(Ω, x) ⊂ R \ {0} for all x ∈ Sing(∂Ω). Let z ∈ Ω.
Then

ωΩ(z,−) =
1

2π

(
∂Gz

∂n
σ1 +

(
∂Gz

∂n+
+

∂Gz

∂n−

)
σ2

)
.

Proof We choose a stratification T of ∂Ω (see [23]) and, for all sufficiently small
ε > 0, we choose semianalytic domains Ωε with C2 boundary such that Ωε ⊂ Ω and
the following properties are fulfilled:

(i) For every T ∈ T with dim T = 1 there is aT ∈ R2 with |aT | = 1 such that the
following holds.
Let VT,ε :=

⋃
x∈T\T B(x, ε).

If T ⊂ ∂1Ω then there is λT,ε ∈]0, ε[ such that Tε := T \VT,ε +λT,εaT ⊂ ∂Ωε .
If T ⊂ ∂2Ω then there are λT,+,ε ∈]0, ε[ and λT,−,ε ∈] − ε, 0[ such that
Tε,+ := T \ VT,ε + λT,+,εaT ⊂ ∂Ωε and Tε,− := T \ VT,ε + λT,−,εaT ⊂ ∂Ωε .

(ii) Let ∂∗Ωε := ∂Ωε \
(⋃

T⊂∂1Ω Tε ∪
⋃

T⊂∂2Ω(Tε,+ ∪ Tε,−)
)

. Then ∂∗Ωε ⊂⋃
{x}∈T B(x, ε) and vol1(∂∗Ωε) < ε .

For all sufficiently small ε > 0 we have B(z, ε) ⊂ Ωε . Let Uε := Ωε \ B(z, ε). Let
h be a real polynomial on R2 and let u be the Dirichlet solution for h|∂Ω . Since Uε

has C2 boundary and since u and G are C2 on a neighbourhood of Uε we can apply
Green’s formula (see for example Helms [15, p. 7]) to obtain∫

Uε

(u∆G− G∆u)dx =
∫
∂Uε

(u
∂G
∂nε
− G

∂u
∂nε

)dτε ,

where τε denotes the length measure on ∂Uε and nε denotes the inner normal on ∂Uε

with respect to Uε . The integral on the left equals 0 since G and u are harmonic on
Uε , and we get

0 =
∫
∂Ωε

u
∂G
∂nε

dσε −
∫

∂B(z,ε)

u
∂G
∂ñε

dσ′ε −
∫
∂Ωε

G
∂u
∂nε

dσε +
∫

∂B(z,ε)

G
∂u
∂ñε

dσ′ε

where σε denotes the length measure on ∂Ωε , σ′ε the length measure on ∂B(z, ε) and
ñε the inner normal on ∂B(z, ε) relative to B(z, ε). By classical arguments (see for
example [15, pp. 9-11]) the second integral converges to 2πu(z) and the fourth integral
to 0 as ε→ 0.
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Harmonic measure and subanalytically tame measures 15

We consider the first integral as ε→ 0. The behaviour of the integrand (especially of
∂G
∂nε

) at the zero dimensional strata is critical. Let x ∈ ∂Ω with {x} ∈ T . Without
restriction we may assume that x = 0.

Case 1: 0 /∈ Sing(∂Ω). We know that G can be extended analytically to a neighbour-
hood of 0 and therefore ∇G is bounded on a neighbourhood of 0.

Case 2: 0 ∈ Sing(∂Ω). Using [21, Theorem 2.4 and Theorem 3.2] (see also Wasow
[38, Theorem 5]) we find α > −1 such that |∇G(y)| is bounded by |y|α on Ω near 0.

By the estimates for∇G obtained in Cases 1 and 2 and the fact that G can be analytically
extended across ∂Ω \ Sing(∂Ω) and that u can be continuously extended to ∂Ω by h,
we can apply Lebesgue’s dominated convergence theorem and get for the first integral
by properties (i) and (ii) of ∂Ωε that

lim
ε→0

∫
∂Ωε

u
∂G
∂nε

dσε =
∫
∂Ω1

h
∂G
∂n

dσ1 +
∫
∂Ω2

h
(
∂G
∂n+

+
∂G
∂n−

)
dσ2 .

Finally, we consider the third integral. With the same arguments as above, we obtain
similar estimates for ∇u. Using the fact that u can be extended analytically across
∂Ω \ Sing(∂Ω) and that G|∂Ω = 0, we get

lim
ε→0

∫
∂Ωε

G
∂u
∂n

dσε = 0 .

Hence ∫
∂Ω1

h
∂G
∂n

dσ1 +
∫
∂Ω2

h
( ∂G
∂n+

+
∂G
∂n−

)
dσ2 = 2πu(z) .

Since the real polynomials are dense in C(∂Ω), the proposition follows.
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3 (Sub)analytical tameness of the harmonic measure

Next, we want to prove Theorem A. We use the following results. In [21] it was shown
that given a bounded and semianalytic domain in the plane without isolated boundary
points and given a continuous and semianalytic function on the boundary, the Dirichlet
solution is definable in the o-minimal structure RQ,exp if ^(Ω, x) ⊂ (R \ Q)π for all
singular boundary points x ∈ ∂Ω. The o-minimal structure RQ was introduced in [22]
and is related to Hilbert’s 16th problem. It is generated by a certain quasianalytic class
which was introduced by Ilyashenko (see Ilyashenko [17]) in his work on Hilbert’s
16th problem. Functions from this quasianalytic class Q are holomorphic on certain
subsets of the Riemann surface of the logarithm, so-called quadratic domains. We use
the results and notations of [22] and [21], especially the properties of the quasianalytic
classes that generate the o-minimal structure RQ , to show our first main theorem:

Theorem A Let Ω ⊂ R2 be a bounded and semianalytic domain. Assume that
^(Ω, x) ⊂ (R \ Q)π for all x ∈ Sing(∂Ω). Let z ∈ Ω. Then the harmonic measure
ωΩ(z,−) is analytically tame with analytically integrating o-minimal structure RQ .

Proof We may assume that Ω has no isolated boundary points (compare with the
discussion at the beginning of section 2). By stratification (see [23]) and by the fact
that globally subanalytic functions in one variable are locally given by puiseux series
(see [5, p. 192])), we find a globally subanalytic stratification T of ∂Ω of the following
kind.

Let T ∈ T with dim T = 1. Then the following holds:

(i) There are real power series ψ, χ convergent on ]−1−ε, 1+ε[ for some ε > 0
such that T = A ◦ ϕ(]0, 1[) where ϕ := (ψ, χ) and where A is an orthogonal
coordinate transformation. Moreover, ϕ(t) ∈ ∂Ω and ϕ′(t) 6= (0, 0) for all
t ∈]0, 1 + ε[.

(ii) At most ϕ(0) ∈ Sing(∂Ω).

It is enough to show for every T ∈ T with dim T = 1 that µT := ωΩ(z,−)|T is
analytically tame with analytically integrating o-minimal structure RQ . So let T ∈ T
with dim T = 1. We may assume that ϕ(0) = 0. We may also assume for convenience
that T ⊂ ∂1Ω (the general case is treated similarly). Then µT = 1

2π
∂G
∂n σ|T where
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Harmonic measure and subanalytically tame measures 17

G = Gz and σ is the length measure of ∂Ω (see Proposition 2.6). Let f : U → R be
real analytic, where U ⊂ Rm × R2 is open, and let K be a globally subanalytic and
relatively compact subset of U . Using the estimates for |∇G| in the proof of Propo-
sition 2.6, we see that ∞(f ,K, µT ) = ∅. We work in the coordinate system induced
by A; i.e., we assume by applying some rotation if necessary that A = Id. We may
also assume that T ⊂ C \R≤0 . We set ϕ ′⊥(t) :=

(
− χ′(t), ψ′(t)

)
. Then the inner nor-

mal at ϕ(t) ∈ T is given by ρ ϕ ′⊥(t)
|ϕ ′⊥(t)| , where ρ ∈ {±1} is independent from t . We obtain

I(x) :=
∫
T

11K f (x, ξ)dωΩ(z, ξ) = 1
2π

∫
T

11K f (x, ξ)∂G
∂n (ξ)dσ(ξ)

= 1
2π

1∫
0

11K f
(
x, ϕ(t)

)
〈∇G

(
ϕ(t)

)
, ρ

ϕ ′⊥(t)
|ϕ ′⊥(t)|〉|ϕ

′
⊥(t)|dt

= 1
2πρ

1∫
0

11K f
(
x, ϕ(t)

)
〈∇G

(
ϕ(t)

)
, ϕ ′⊥(t)〉dt

since σ|T = |ϕ′(t)|dt ◦ ϕ−1 = |ϕ ′⊥(t)|dt ◦ ϕ−1 and ∂G
∂n

(
ϕ(t)

)
= 〈∇G

(
ϕ(t)

)
, ρ

ϕ ′⊥(t)
|ϕ ′⊥(t)|〉.

We may assume that ρ = 1. We set

g : [0, 1]→ R, g(t) := 〈∇G
(
ϕ(t)

)
, ϕ ′⊥(t)〉,

V := {(x, t) ∈ Rn × R | −1− ε < t < 1 + ε and
(
x, ϕ(t)

)
∈ U},

L := {(x, t) ∈ Rn × R | 0 ≤ t ≤ 1 and
(
x, ϕ(t)

)
∈ K},

h : V → R, h(x, t) := f
(
x, ϕ(t)

)
.

Then V is open, L is globally subanalytic and relatively compact in V , and h is real
analytic on V . We get

I(x) =
1

2π

1∫
0

11Lh(x, t)g(t)dt.

By a similar argument as in the proof of Example 1.4 b) and by changing the limits
of integration if necessary, we may replace V by an open box Q such that h can be
expanded into a power series that converges on a neighbourhood of Q. Moreover, we
may assume that either 0 /∈ π(Q) (where π : Rn × R → R is the projection onto the
last coordinate) or there is some η ∈ Rn such that (η, 0) is the center of Q.
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18 Tobias Kaiser

Case 1: 0 /∈ π(Q). It suffices to consider the case π(Q) =]a, c[ where 0 < a ≤ 1.
Setting b := min{1, c} we have

I(x) =
1

2π

b∫
a

11Lh(x, t)g(t)dt .

Since G has a real analytic extension to a neighbourhood of ϕ([a, b]) we see that g
has a real analytic extension to a neighbourhood of [a, b] and we get by Example 1.4
b) that I is definable in the o-minimal structure Ran which is a reduct of RQ .

Case 2: 0 ∈ π(Q). Then π(Q) = ] − c, c[ for some c > 0. Setting b := min{1, c}
we obtain that

I(x) =
1

2π

b∫
0

11Lh(x, t)g(t)dt .

If ϕ(0) /∈ Sing(∂Ω), then g has a real analytic extension to a neighbourhood of [0, b]
and we get again by Example 1.4 b) that I is definable in Ran . So we assume that
ϕ(0) ∈ Sing(∂Ω). Applying [21, Theorem 3.2] to the Poisson kernel Kz , we find
a quadratic domain Û ⊂ L with T \ {0} ⊂ Û (note that T ⊂ C \ R≤0 ) such that
G = Kz−HKz can be extended to the real part of a function k ∈ Q(Û). Here L denotes
the Riemann surface of the logarithm (see [21, Section 1]). Identifying R2 with C we
have ϕ(t) = ψ(t) + iχ(t) ∈ O

(
B(0, 1 + ε)

) (
where (ψ, χ) is from (i) in the description

of T
)
. By the Cauchy-Riemann equations we get

k ′
(
ϕ(t)

)
=
∂G
∂x

(
ϕ(t)

)
− i

∂G
∂y

(
ϕ(t)

)
and therefore

g(t) = Re
(
k ′
(
ϕ(t)

)
iϕ ′(t)

)
= Re

(
(ik ◦ ϕ)′(t)

)
.

So

I(x) =
1

2π

b∫
0

11Lh(x, t)Re
(
(ik ◦ ϕ)′(t)

)
dt.

By (the arguments of) [22, Definition 5.16 and Corollary 5.17] we see that ik ◦ϕ ∈ Q.
So we finally get that

I(x) =
1

2π

b∫
0

11Lh(x, t)Re
(
H′(t)

)
dt
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where H ∈ Q(U′) and U′ is a standard quadratic domain with ]0, b+δ[⊂ U′ for some

δ > 0. There is H1(t) ∈ Q(U′) and there is a finite sum H2(t) =
M∑

i=1
bit−βi , where

βi > 0 and bi ∈ C∗ , such that H′(t) = H1(t) + H2(t). Note that −βi > −1 for all i.

Let (η, 0) be the center of Q. Let h(x, t) =
∞∑

n=0
an(x)tn be the power series expansion

of h on Q. Let TH1 =
∞∑

k=0
aktαk (where {αk : k ≥ 0} = supp(TH1) and αk ↗∞) be

the asymptotic expansion of H1 (see [22, Definition 2.6]). For n ∈ N0 we define

H1,n : U′ → C, z 7→
∫
γz

H1(ζ)ζndζ,

where γz : [0, 1] → L, s 7→ (s|z|, arg z). We see (compare with [38, (5) on p. 48])

that H1,n ∈ Q(U′) and that TH1,n =
∞∑

k=0

ak
αk+n+1 tαk+n+1 . Moreover, after shrinking

U′ if necessary, we may assume that there is some C > 0 such that |H1(z)| ≤ C for
all z ∈ U′ and that U′ is bounded; i.e. there is some D > 0 such that U′ ⊂ BL(D).
Then |H1,n(z)| ≤ DC|z|n for all z ∈ U′ . We set În := H1,nz−n . Then În ∈ Q(U′)

with TÎn :=
∞∑

k=0

ak
αk+n+1 zαk+1 and |̂In| ≤ DC for all z ∈ U′ . Repeating the same

argument for t−αN
(
H1−

N−1∑
k=0

aktαk
)

and all N ∈ N we see with [22, Definition 5.1 and

Proposition 2.15] that

Î : Q̂× U′ → C, Î(x, t, z) :=
∞∑

n=0

an(x)tnÎn(z),

is an element of Q
(
Q̂×U′

)
where Q̂ is a polydisc in Cn+1 which has the same center

as Q and fulfils Q̂ ∩ Rn+1 ⊃ Q.

Let

Ĩ(x, t, z) :=
M∑

i=0

bi

( ∞∑
n=0

an(x)
n− βi + 1

tn

)
z−βi+1.

Then Ĩ ∈ Q(Q̂ × U′) (see [22, Remark 5.2]). By construction, the antiderivative of
h(x, t)H′(t) with respect to t is given by Î(x, t, t) + Ĩ(x, t, t) and we get by a similar
argument as in the proof of Example 1.4 b), part (iii), that I(x) is definable in RQ .
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To establish subanalytical tameness, we need convergence of the green function. This
is the case if the domain in question is a polygon (see [18, Section 4]). Then the
green function restricted to the boundary is definable in the o-minimal structure RR

an
which is the expansion of Ran by the power functions x 7→ xλ for arbitrary real λ
(see [9] and [27] for this o-minimal structure). Note that functions definable in RR

an
are exactly the functions with are piecewise given by convergent generalized power
series as considered in [10] with support (i.e., the set of exponents, see [10, p. 4377])
contained in a finitely generated monoid over the nonnegative numbers. We also need
“bad” approximation by rational numbers if the angle at a singular boundary point of
the polygon is an irrational multiple of π in order to keep convergence when integrating
globally subanalytic functions with respect to the harmonic measure. These irrational
numbers with “bad” approximation are called Diophantine. They play also a crucial
role in dynamical systems (see Siegel [34], Ilyashenko [16], Carleson and Gamelin
[3, II. 6] and Milnor [28, §11 and Appendix C]). We give the definition below. In
Theorem B we show that the harmonic measure of a polygon where the irrationals
described above are Diophantine is subanalytically tame. To establish this result we
use the preparation theorem for globally subanalytic functions (see [25, Théorème 1]
and [26, Section 3]).

Definition 3.1 (See for example [28, p. 119].) An irrational number α is called
Diophantine if there are positive constants ε and σ such that |α− p

q | > ε|q|−σ for all
p
q ∈ Q. Note that necessarily σ ≥ 2 by the theory of continued fractions. Irrational
numbers that are not Diophantine are called Liouville numbers.

Remark 3.2 a) By Liouville’s Approximation Theorem (see for example [28, p.
119]), every irrational real algebraic number is Diophantine. By Roth’s Theorem
(see for example [28, p. 120]), any σ > 2 can be chosen.

b) The set of Liouville numbers has Lebesgue measure 0 (see for example [28, p.
222]).

We need the following lemma in the proof of Theorem B below.

Lemma 3.3 Let α ∈ R \ Q be Diophantine. Let p ∈ N. Then there are positive
constants µ, ρ such that |kα− m

p | ≥ µk−ρ for all k ∈ N and m ∈ Z.

Proof Let ε, σ be as in Definition 3.1. Then |kα− m
p | = k|α− m

kp | ≥ εp
−σk−σ+1 .

Definition 3.4 Let P be a polygon. We say that P is Diophantine if for every
x ∈ Sing(∂P) either ^xP/π ∈ Q or ^xP/π is Diophantine.
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In Theorem B below we will show that the harmonic measure for a Diophantine polygon
is subanalytically tame. By the explanation above, we have to integrate certain functions
with parameters that are definable in RR

an . As mentioned in the introduction, Soufflet
[35, 36] has partial results on this problem as follows. By [27] a function definable
in RR

an is piecewise given by a finite composition of globally subanalytic functions
and power functions. Soufflet has shown that the integral with parameters of such a
composition is definable in Ran,exp if the exponents of the involved power functions
are outside a certain small set of Lebesgue measure 0. To establish this result he
uses, similarly to the approach of Comte, Lion and Rolin, the preparation theorem for
functions definable in RR

an (see [25, Théorème 3]). Since the exponents may change
(in a polynomial way) by preparing a given function (see [35, Lemma 3.1]), and since
the Diophantine numbers are not closed under addition and multiplication, we have to
explicitely compute the preparations in the proof of Theorem B below. And then a little
extra work is necessary compared to [35, Proposition 2.4] (for example, the prepared
function 1 + t + tα where α is Diophantine is not covered by [35, Definition 2.1]).

Theorem B Let P be a Diophantine polygon. Let z ∈ P. Then the harmonic measure
wΩ(z,−) is subanalytically tame with subanalytically integrating o-minimal structure
Ran,exp .

Proof As in the proof of Proposition 2.3 we assume that P is simply connected. Let
F : P → B(0, 1) be a biholomorphic map with F(z) = 0. By [18, Proposition 2 in
Section 4], we have that F is definable in RR

an . Then the Green function Gz is given by
Gz = − log |F| (see [14, Theorem II. 2.1]) and therefore also definable in RR

an . Using
the subanalytic preparation theorem (see [25, Théorème 1] and [26, Section 3]), and
by doing the same reduction steps as at the beginning of Theorem A (with a stratum
T ⊂ ∂Ω and 0 ∈ T \ T as the relevant and possibly singular boundary point), we have
to show that

I : B→ R, x 7→
ψ(x)∫
ϕ(x)

f (x, t)H′(t)dt,

is definable in Ran,exp ,where

(1) B ⊂ Rn is a globally subanalytic set, called the basis,

(2) ϕ,ψ : B→ [0, 1] are globally subanalytic functions with ϕ < ψ ,
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(3) f : C := {(x, t) ∈ B × R | ϕ(x) < t < ψ(x)} → R is globally subanalytic of the
following form (see [25, Théorème 1] and [26, Section 3]):

There is r ∈ Q such that f = A
(
t − Θ(x)

)rU where the functions A,Θ and U fulfil
these conditions:

(a) A is a globally subanalytic function on the basis B.

(b) Θ is a globally subanalytic function on B. Moreover, either Θ ≡ 0 or | t
Θ | takes

values in a compact subset of ]0,∞[. We may assume that Θ > 0 or Θ < 0 if
Θ 6= 0.

(c) U(x, t) = u(φ1, . . . , φs, α, β) where u(w, y) is a real power series convergent
on
(
B(0, 2)

)s+2 (w = (w1, . . . ,ws), y = (y1, y2)) taking values in a compact

subset of ]0,∞[, where α :=
( t−Θ

a

) 1
p and β :=

( b
t−Θ

) 1
p are functions with

values in [0, 1] (with p ∈ N and a, b globally subanalytic functions on B), and
where φ1, . . . , φs are globally subanalytic functions on the basis B with values
in [0, 1].

and

(4) H is a generalized power series (in the sense of [10]) convergent on [0, 1 + ε] for
some ε > 0 and definable in RR

an . Moreover, the following holds by (the proof of) [18,
Proposition 2 in Section 4] and by the fact that Gz = −log|F|:

Either

(i) 0 /∈ Sing(∂Ω) or ∂0P/π ∈ Q and then H is a Puiseux series. In particular H is
definable in Ran ,

or

(ii) α := ∂0P/π ∈ R \Q and then supp(H) ⊂ N0 + Nα .

Note that we can assume by Proposition 2.3 that I is well-defined (i.e. finite). If
(i) holds we see with [4, Théorème 1’] and [26, Théorème 1] that I(x) is definable
in Ran,exp . So we assume that (ii) holds. Note that α := ∂0P/π is Diophantine by
assumption.

We can write H′(t) = H1(t) + H2(t) such that H1(t) is a generalized power series

convergent on [0, 1 + ε] with supp
(
H1(t)

)
⊂ N0 + Nα and H2(t) =

N∑
i=1

bitβi where

βi < 0 and βi ∈ Nα− 1.
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We show that

B→ R, x 7→
ψ(x)∫
ϕ(x)

f (x, t)H1(t)dt,

is definable in Ran,exp . Therefore it is sufficient to show that there is a function on
C which is definable in Ran,exp and which is the antiderivative of f (x, t)H′(t) with
respect to t . By the linearity of the integral, we may assume by condition (a) in
(3) that the function A equals 1. Moreover, it is enough to show the claim for
f̃ (x,w, t) :=

(
t − Θ(x)

)ru(w, α, β) instead of f (x, t) since we can plug in φ1, . . . , φs

after integrating. Let
u(w, y) =

∑
n∈N2

0

An(w)yn

be the power series expansion of u. Moreover, let

H1(t) =
∑

(`,k)∈N0×N
a(`,k) t`+kα

be the expansion of H1 . We prepare the functions f and H1 simultaneously. We have
to follow the change of the exponents carefully.

Case 1: Θ 6≡ 0.

Applying a cell decomposition (see [6, Chapter 3]) to C we may assume that either
| t
Θ(x) | ≤

2
3 or 2

3 < |
t

Θ(x) | <
3
2 or | t

Θ(x) | ≥
3
2 for all (x, t) ∈ C .

Subcase 1.1: 2
3 < |

t
Θ(x) | <

3
2 for all (x, t) ∈ C .

Subcase 1.1.1: Θ < 0.

We set τ := t − Θ(x)
3 > 0. We will integrate with respect to τ . We have

τ = t − Θ(x)
3

= t(1− Θ(x)
3t

), t = τ (1 +
Θ(x)
3τ

), t −Θ(x) = τ
(
1− 2

3
Θ(x)
τ

)
.

By the imposed conditions we obtain that

|τ | ≤ 3
2
, |Θ(x)

τ
| ≤ 1, | τ

a(x)
| ≤ 1, |b(x)

τ
| ≤ 5

3
.
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So all the relevant data are bounded. By binomial expansion, and by applying [10,
Lemma 6.5] and a compactness argument, we can partition C into finitely many
globally subanalytic cells C1, . . . ,Ck such that for each 1 ≤ i ≤ k the following holds.

There are positive constants κi, λi, µi and a real power series ui(w, y) (y = (y1, y2, y3))
convergent on

(
B(0, 2)

)n × B(0, κi)× B(0, λi)× B(0, µi) such that

f̃ (x,w, t) =
(
t −Θ(x)

)ru(w, α, β) = τ rui
(
w, (

τ

a(x)
)

1
p , (

b(x)
τ

)
1
p ,

Θ(x)
τ

)
and | τa(x) |

1
p ≤ εiκi, |b(x)

τ |
1
p ≤ εiλi , |Θ(x)

τ | ≤ εiµi for all (x, t) ∈ Ci and some 0 < εi < 1.

And, there are positive constants ρi, σi and hi(z1, z2) ∈ R{z1, z∗2}ρi,σi (see the notation
of [10, pp. 4391-4395]) such that

H1(t) = hi(
Θ(x)
τ

, τ )

and |Θ(x)
τ | ≤ δiρi, |τ | ≤ δiσi for all (x, t) ∈ Ci and some 0 < δi < 1. Note that

supp(hi) ⊂ N0 × (N0 + Nα). So hi is definable in RR
an . Let

ui(w, y) =
∑
n∈N3

0

Bn(w)yn and hi(z1, z2) =
∑

(m,`,k)∈N2
0×N

c(m,`,k)zm
1 z`+kα

2

be the expansions of ui resp. hi . We have

ui(w, y)hi(z) =
∑

λ∈N5
0×N

Bn(w)c(m,`,k)ynzm
1 z`+kα

2

where λ = (n,m, `, k) ∈ N5
0 × N and n = (n1, n2, n3) ∈ N3

0 . For such λ we set

dλ := r +
n1

p
− n2

p
− n3 − m + `+ kα+ 1

and define
Vi :=

∑
λ∈N5

0×N

d−1
λ Bn(w)c(m,`,k)ynzm

1 z`+kα
2 .

Now, we use that α is Diophantine. By Lemma 3.3 we see that Vi ∈ R{w, y, z1, z∗2}ωi

where
ωi := (1, . . . , 1, εiκi, εiλi, εiµi, δiρi, δiσi) ∈ Rs+5

>0 .

The support of Vi is contained in a finitely generated monoid. Hence Vi is definable
in RR

an . Since

τ r+1Vi
(
w, (

τ

a(x)
)

1
p , (

b(x)
τ

)
1
p ,

Θ(x)
τ

,
Θ(x)
τ

, τ
)
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is the antiderivative of f̃ (x,w, t)H1(t) with respect to t for (x, t) ∈ Ci the theorem
follows in Subcase 1.1.1.

Subcase 1.1.2: Θ > 0.

We set τ := t −Θ(x) and integrate with respect to τ . We have

t = τ + Θ(x) = Θ(x)
(
1 +

τ

Θ(x)
)
.

By the imposed conditions in Subcase 1.1 we have

Θ(x) <
3
2
, | τ

Θ(x)
| < 1

2
.

By applying [10, Lemma 6.5] again, we can partition C into finitely many globally
subanalytic cells C1, . . . ,Ck such that for each 1 ≤ i ≤ k see following holds:

There are positive constants ρi, σi and hi(z1, z2) ∈ R{z1, z∗2}ρi,σi such that

H1(z) = hi
( τ

Θ(x)
,Θ(x)

)
and | τΘ(x) | ≤ δiρi, |Θ(x)| ≤ δiσi for all (x, t) ∈ Ci and some 0 < δi < 1. Note that
supp (hi) ⊂ N0 × (N0 + Nα). Hence hi is definable in RR

an . Let

hi(z1, z2) =
∑

(m,`,k)∈N2
0×N

b(m,`,k)zm
1 z`+kα

2 .

be the expansion of hi . For λ := (n,m, `, k) ∈ N4
0 × N we set cλ := r + n1−n2+mp

p . If
cλ 6= −1 we set dλ := cλ + 1. We define

Vi :=
∑

{λ : cλ 6=−1}

d−1
λ An(w) b(m,`,k) ynzm

1 z`+kα
2

and
Di(w, x) :=

∑
{λ : cλ=−1}

An(w)b(m,`,k)a(x)−
n1
p b(x)

n2
p Θ(x)−m+`+kα.

Then Vi ∈ R{w, y, z1, z∗2}ωi where ωi := (1, . . . , 1, δiρi, δiσi). Since the support of Vi

is contained in a finitely generated monoid we get that Vi is definable in RR
an . The

same holds for Di : Bi → R (where Bi denotes the basis of Ci ) by the same argument.
Since

τ r+1Vi
(
w, (

τ

a(x)
)

1
p , (

b(x)
τ

)
1
p ,

τ

Θ(x)
,Θ(x)

)
+ Di(x,w)σlog|τ |
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is the antiderivative of f̃ (x,w, t)H1(t) with respect to t for (x, t) ∈ Ci and suitable
σ ∈ {±1} the theorem follows in Subcase 1.1.2.

Subcase 1.2: | t
Θ(x) | ≤

2
3 for all (x, t) ∈ C .

We have
Θ(x)− t = Θ(x)

(
1− t

Θ(x)
)
.

We see that
|Θ(x)

a(x)
| ≤ 3, | b(x)

Θ(x)
| ≤ 5

3

for all (x, t) ∈ C . Also Θ(x) is bounded by the imposed conditions in (b). Now
we proceed as in Subcase 1.1.1 (integrating with respect to t). Note that coordinate
transformation is only necessary for f̃ (x,w, t), not for H1(t).

Subcase 1.3: | t
Θ(x) | ≥

3
2 for all (x, t) ∈ C .

We write
t −Θ(x) = t(1− Θ(x)

t
).

We see that
| t
a(x)
| ≤ 3, |b(x)

t
| ≤ 5

3

for all (x, t) ∈ C . We proceed as in Subcase 1.1.1 or Subcase 1.2 (integrating with
respect to t); again coordinate transformation is only necessary for f̃ (x,w, t).

Case 2: Θ ≡ 0.

We integrate with respect to t , no coordinate transformations are necessary.

We can repeat the arguments replacing H1 by H2 and obtain the claim.
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